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Monte-Carlo — Geant4/GATE

• Not  vectorised - does not take advantage of newest 
hardware.


• CPU - AVX


• GPU 



• Parallelisation:


• Doing several things at once.


• Vectorisation:


• Doing same things (with different data) at once.



Ray Tracing















• J-PET three layers „Big Barrel” 


• Compton scattering only (for now). 





Geant4 on 6 core i9 - only Compton





Caveats

• Neutral particles or no magnetic field.


• Hardware support for triangles. 
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• Big/reasonable speedup.

• Well suited for J-PET system matrix/kernel calculations. 

• Bigger detectors need rewriting the code due to limited 
recursion depth and numerical accuracy.

• For shapes other than boxes, custom shaders must be 
written. 

• Work in progress on Vulkan based version. 


